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(57) ABSTRACT

An image processing apparatus may include a storage unit to
store a lookup table (LUT) including information on corre-
sponding relations between an occlusion vector related to at
least one point of a 3-dimensional (3D) object and a spheri-
cal harmonics (SH) coefficient; and a rendering unit to
determine a first SH coefficient corresponding to a first
occlusion vector related to a first point of the 3D object using
the LUT and to determine a pixel value of the first point
using the first SH coefficient.
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IMAGE PROCESSING APPARATUS AND
METHOD UTILIZING A LOOKUP TABLE
AND SPHERICAL HARMONIC
COEFFICIENTS

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims the priority benefit of Korean
Patent Application No. 10-2013-0011761, filed on Feb. 1,
2013, in the Korean Intellectual Property Office, the disclo-
sure of which is incorporated herein by reference.

BACKGROUND

1. Field

Example embodiments of the following disclosure relate
to an image processing apparatus and method, and more
particularly, to an apparatus and method for rendering an
image in a spherical harmonics (SH)-based lighting envi-
ronment.

2. Description of the Related Art

Generally, a spherical harmonics (SH) basis refers to a
small number of parameters per frequency band, capable of
expressing intensity of all directions. Further, SH may refer
to functions that are defined on a sphere. As such, the SH
basis is widely applied in various fields including physics,
for example. In the field of image processing, the SH basis
is applicable even to rendering based on an environment
map defined in all directions and may also be used for
rendering of a diffuse surface.

Different from lighting or material which are globally
defined, visibility information is defined for every surface
point. Therefore, since data quantity of the visibility infor-
mation is great, it is more efficient to read out a stored value
through pre-computation in real time rather than computing
the information in real time. Accordingly, this method is
difficult to be directly applied to dynamic geometry inca-
pable of pre-computation.

Conventionally, the SH based accesses have been already
suggested. However, lighting environments have not been
considered properly. Also, it is difficult to consider a differ-
ence in intensity of every direction with respect to a lighting
environment map.

SUMMARY

The foregoing and/or other aspects are achieved by pro-
viding an image processing apparatus including a storage
unit to store a lookup table (LUT) including information on
corresponding relations between an occlusion vector related
to at least one point of a 3-dimensional (3D) object and a
spherical harmonics (SH) coefficient, and a rendering unit to
determine a first SH coefficient using the LUT and to
determine a pixel value of the first point using the first SH
coeflicient.

The first SH coefficient may correspond to a first occlu-
sion vector related to a first point of the 3D object.

The rendering unit may compute the first occlusion vector
by sampling an occlusion map related to the first point.

The rendering unit may compute the first occlusion vector
by computing occlusion angles related to direction in a
number related to the sampling with respect to the first point,
using a depth image and a normal image related to the first
point.

The image processing apparatus may further include a
computation unit to generate the LUT by performing pre-
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computation that projects the occlusion vector of the at least
one point to the at least one predetermined SH basis.

The computation unit may include an occlusion vector
computation unit to compute an occlusion vector of the at
least one point using a Z-buffer value and a normal vector of
the at least one point, an occlusion map generation unit to
generate an occlusion map of the at least one point by
reflecting a bidirectional reflectance distribution function
(BRDF) related to the at least one point, an SH coefficient
computation unit to compute an SH coefficient correspond-
ing to the occlusion map by projecting the occlusion map to
the at least one SH basis, and an LUT update unit to update
the LUT by reflecting information on corresponding rela-
tions between the occlusion vector and the SH coeflicient to
the LUT.

The rendering unit may compute a second SH coefficient
by projecting a lighting environment related to the first point
to at least one predetermined SH basis, and determines the
pixel value of the first point by performing dot product of the
first SH coefficient and the second SH coefficient.

The foregoing and/or other aspects are also achieved by
providing an image processing apparatus including an occlu-
sion vector computation unit to compute an occlusion vector
of at least one point included in a 3-dimensional (3D) object,
using a Z-buffer value and a normal vector of the at least one
point, an occlusion map generation unit to generate an
occlusion map of the at least one point by reflecting a
bidirectional reflectance distribution function (BRDF)
related to the at least one point, a spherical harmonics (SH)
coeflicient computation unit to compute an SH coeflicient
corresponding to the at least one occlusion map by project-
ing the occlusion map to at least one predetermined SH
basis, and a lookup table (LUT) update unit to update the
LUT by reflecting information on corresponding relations
between the at least one occlusion vector and the at least one
SH coefficient to the LUT.

The foregoing and/or other aspects are achieved by pro-
viding an image processing method including computing a
first occlusion vector related to a first point to be rendered,
determining a first spherical harmonics (SH) coeflicient
corresponding to the first occlusion vector using a lookup
table (LUT), and rendering a pixel vale of the first point
using the first SH coefficient.

The computing of the first occlusion vector may include
generating an occlusion map using a depth image and a
normal image related to the first point, and computing the
first occlusion vector by sampling the occlusion map.

The computing of the first occlusion vector may include
computing occlusion angles related to directions in a number
related to the sampling with respect to the first point, and
determining of the occlusion angles as elements of the first
occlusion vector.

The rendering may include computing a second SH
coeflicient by projecting a lighting environment related to
the first point to at least one predetermined SH basis, and
determining the pixel value of the first point by performing
dot product of the first SH coefficient and the second SH
coeflicient.

The image processing method may further include gen-
erating the LUT by performing pre-computation that proj-
ects the occlusion vector of the at least one point including
the first point to the at least one SH basis.

The generating of the LUT may include computing an
occlusion vector of at least one point using a Z-buffer value
and a normal vector of the at least one point, generating an
occlusion map of the at least one point by reflecting a
bidirectional reflectance distribution function (BRDF)
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related to the at least one point, computing a spherical
harmonics (SH) coefficient corresponding to the at least one
occlusion map by projecting the occlusion map to at least
one predetermined SH basis, and updating the LUT by
reflecting information on corresponding relations between
the occlusion vector and the SH coefficient to the LUT.

The foregoing and/or other aspects are also achieved by
providing an image processing method computing an occlu-
sion vector of at least one point included in a 3-dimensional
(3D) object, using a Z-buffer value and a normal vector of
the at least one point, generating an occlusion map of the at
least one point by reflecting a bidirectional reflectance
distribution function (BRDF) related to the at least one
point, computing a spherical harmonics (SH) coefficient
corresponding to the at least one occlusion map by project-
ing the occlusion map to at least one predetermined SH
basis, and updating the LUT by reflecting information on
corresponding relations between the at least one occlusion
vector and the at least one SH coefficient to the LUT.

The foregoing and/or other aspects are also achieved by
providing an image processing apparatus, including: a com-
putation unit to generate an LUT by computing at least one
occlusion vector and SH coefficients; a storage unit to store
the LUT including information relating to the at least one
occlusion vector and the SH coefficients; and a rendering
unit to derive a first SH coefficient using the LUT, thereby
performing real-time rendering.

The computation unit may compute the at least one
occlusion vector using a Z-buffer value and a normal vector
of at least one point of a 3D object, and may compute the SH
coeflicients by projecting an occlusion map generated by
reflecting a BRDF related to the at least one point, to at least
one SH basis.

The rendering unit may determine a first SH coeflicient
corresponding to a first occlusion vector related to a first
point of the 3D object using the LUT, and may determine a
pixel value of the first point using the first SH coefficient.

According to example embodiments, the rendering unit of
the image processing apparatus may quickly derive the SH
coefficient using the LUT, thereby performing real-time
rendering.

Additional aspects, features, and/or advantages of
example embodiments will be set forth in part in the
description which follows and, in part, will be apparent from
the description, or may be learned by practice of the dis-
closure.

BRIEF DESCRIPTION OF THE DRAWINGS

These and/or other aspects and advantages will become
apparent and more readily appreciated from the following
description of the example embodiments, taken in conjunc-
tion with the accompanying drawings of which:

FIG. 1 illustrates a block diagram of an image processing
apparatus, according to example embodiments;

FIG. 2 illustrates a block diagram of an image processing
apparatus, according to other example embodiments;

FIG. 3 illustrates a spherical harmonics (SH) basis,
according to example embodiments;

FIG. 4 illustrates a process of computing an occlusion
vector with respect to a particular pixel, according to
example embodiments;

FIG. 5 illustrates an occlusion vector generation process
of various cases from an occlusion angle shown in FIG. 4,
according to example embodiments;

FIG. 6 illustrates an occlusion map generation process,
according to example embodiments;
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FIG. 7 illustrates a process of updating a lookup table
(LUT) using the occlusion map of FIG. 6, according to
example embodiments;

FIG. 8 illustrates a block diagram of an image processing
apparatus, according to example embodiments;

FIG. 9 illustrates a pre-computation process, according to
example embodiments.

FIG. 10 illustrates a real time rendering process, accord-
ing to example embodiments;

FIG. 11 illustrates a process of computing an occlusion
vector from an occlusion angle shown in FIG. 10, according
to example embodiments;

FIG. 12 illustrates a flowchart of an image processing
method, according to example embodiments; and

FIG. 13 illustrates a flowchart of an image processing
method, according to other example embodiments.

DETAILED DESCRIPTION

Reference will now be made in detail to example embodi-
ments, examples of which are illustrated in the accompany-
ing drawings, wherein like reference numerals refer to the
like elements throughout.

Terms to be used below are selected as general terms
based on their functions in the present disclosure and may
vary according to users, user’s intentions, or practices.

But, in specific cases, terms arbitrarily selected by the
applicant are also used for easy understanding and expla-
nation and, in this case, meanings of the terms will be
mentioned in corresponding detailed description section, so
the present disclosure should be understood not by lexical
meanings of the terms but by given meanings of the terms.

FIG. 1 illustrates a block diagram of an image processing
apparatus 100, according to example embodiments.

The image processing apparatus 100 may express factors
considered in rendering, such as lighting, material, and
visibility information, using a spherical harmonics (SH)
basis. In addition, visibility may be applied to dynamic
geometry through computation based on screen space ambi-
ent occlusion, instead of pre-computation of the visibility
information.

The image processing apparatus 100 may include a stor-
age unit 110 and a rendering unit 120. Each of the above-
described units may include at least one processing device.
Further, the storage unit 110 may be a hard drive capable of
storing data, however, the present disclosure is not limited
thereto.

The storage unit 110 may store a lookup table (LUT)
including information regarding an occlusion vector related
to at least one point of a 3-dimensional (3D) object and SH
coeflicients.

The rendering unit 120 may determine a first SH coeffi-
cient corresponding to a first occlusion vector related to a
first point of the 3D object using the LUT, and determine a
pixel value of the first point using the first SH coefficient.

The rendering unit 120 may quickly derive the SH coef-
ficient using the LUT, thereby performing real time render-
ing.

For example, the rendering unit 120 may compute the first
occlusion vector by sampling an occlusion map related to
the first point.

In this case, the rendering unit 120 may compute the first
occlusion vector by computing occlusion angles related to
directions in a number related to the sampling, with respect
to the first point, using a depth image and a normal image
related to the first point.
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In addition, the rendering unit 120 may compute a second
SH coefficient by projecting a lighting environment related
to the first point to at least one SH basis, and determine a
pixel value of the first point by performing dot product of the
first SH coefficient and the second SH coefficient.

In another example embodiment, the image processing
apparatus 100 may further include a computation unit 200
(as shown in FIG. 2, for example). The computation unit 200
may include at least one processing device.

The computation unit 200 may generate the LUT by
performing pre-computation that projects the occlusion vec-
tor of the at least one point to the at least one SH basis.

A process of generating the LUT through the pre-com-
putation will be described with reference to FIGS. 2 to 7.

FIG. 2 illustrates a block diagram of the computation unit
200 of the image processing apparatus 100, according to
other example embodiments.

The computation unit 200 may include an occlusion
vector computation unit 210, an occlusion map generation
unit 220, an SH coefficient computation unit 230, and an
LUT update unit 240.

The occlusion vector computation unit 210 may compute
an occlusion vector of at least one point included in the 3D
object, using a Z-buffer value (also referred to as a depth
buffer) and a normal vector of the at least one point. For
purpose of simplicity, a description of a z-buffer and a
normal vector will be omitted.

The occlusion map generation unit 220 may generate an
occlusion map of the at least one point, by reflecting a
bidirectional reflectance distribution function (BRDF)
related to at least one point.

The SH coefficient computation unit 230 may compute at
least one SH coefficient corresponding to the at least one
occlusion map, by projecting the occlusion map to at least
one predetermined SH basis.

The LUT update unit 240 may update the LUT by
reflecting information on corresponding relations between
the at least one occlusion vector and the at least one SH
coeflicient to the LUT.

FIG. 3 illustrates an SH basis according to example
embodiments.

The SH may refer to a Fourier transform in a 1D circle and
may constitute an orthonormal basis.

The SH may be expressed by the following Equation 1 to
Equation 3.

m_ L —m)! [Equation 1]
e
. f + Dt — [m])! [Equation 2]
K=\ T
W= [Equation 3]

ﬁRe(Y}") m>0 \/TK;”cosmgon(cosO) m>0
ﬁ[m()’}") m<0 = ﬁK}"sinlmlg@P‘}"‘(cosO) m<0

Y(? m=0 K?P?(cos@) m=0

A Lambertian surface used for rendering may function as
a low pass filter. That is, frequency-space analysis is appli-
cable to rendering.

In diffuse surface rendering, for example, when 9 SH
bases 301, 311, 312, 313, 321, 322, 323, 324, and 325 are
used as shown in FIG. 3, an error rate of about 3% or less
with respect to a ground truth may be achieved.
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Considering this matter, quantity of computation and a
bandwidth may be reduced by as much as thousands or tens
of thousand times.

FIGS. 4 and 5 illustrate a computation process of an
occlusion vector with respect to a particular pixel, according
to example embodiments.

The image processing apparatus 100 may perform pre-
computation with respect to all possible cases related to
visibility, while considering ambient objects on a screen
space.

Results of the pre-computation may be generated as the
occlusion vectors corresponding to the respective cases, and
stored as keys. Further, the pre-computation may be per-
formed by the computation unit.

The occlusion vector may be computed using a Z-buffer
value and a normal vector of at least one point. The
occlusion vector may be defined as a direction vector with
respect to a plurality of directions, such that the direction
vector originates from the at least one point P 401, as shown
in FIG. 4.

Referring to FIG. 4, a direction vector 410 with respect to
8 directions may be generated with respect to at least one
point 401 of the object. The 8 directions described above are
exemplary, and thus, the present disclosure is not limited to
8 directions.

An angle of the direction vector 410, that is, the occlusion
angle, may be computed using a position of an occluder on
the screen space.

For example, an angle between a center of the at least one
point 401 of the object with respect to the Z-buffer, that is,
a depth buffer, and an XY-plane of a horizon vector passing
over an occluder located around may be defined as the
occlusion angle (see FIG. 5, for example).

The occlusion vector may be determined to be an orderly
arrangement of the occlusion angles with respect to the eight
directions.

The occlusion angles computed in the process of FIG. 4
may be generated as the occlusion vector with respect to the
various cases as shown in FIG. 5 through discretization.

That is, the occlusion angles may be discretized at every
10 degrees, thereby being determined as the occlusion
vectors with respect to the respective cases. However, the
present disclosure is not limited to the occlusion angles
being discretized at every 10 degrees. That is, the occlusion
angles may be discretized at other angle intervals.

FIG. 6 illustrates an occlusion map generation process
according to example embodiments.

The occlusion vectors computed in the process of FIGS.
4 and 5 may not be directly converted into the SH coeffi-
cients.

Therefore, to compute the SH coefficients with respect to
the occlusion vectors, an occlusion map 600 may be gen-
erated first using the occlusion vectors.

The occlusion map 600 may be understood as a map
obtained by interpolating angles between the occlusion
vectors and rendering occlusion directions with respect to all
directions.

In this case, the occlusion map 600 may be generated by
reflecting a BRDF related to at least one point 601.

FIG. 7 illustrates a process of updating an LUT using the
occlusion map 600 of FIG. 6, according to example embodi-
ments. That is, the LUT stored in the storage unit 110 may
be updated.

The occlusion map 600 generated in the process of FIG.
6 may be used to update the LUT that stores information on
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corresponding relationships between the occlusion vector
related to at least one point of the 3D object and the SH
coeflicient.

The SH coeflicient may be computed by projecting the
occlusion map to at least one SH basis.

The LUT may be updated by reflecting the information on
the corresponding relations between the occlusion vector
and the SH coefficient related to the occlusion vector.

FIG. 8 illustrates a block diagram of an image processing
apparatus 800 according to other example embodiments.

The image processing apparatus 800 may include a com-
putation unit 810, a storage unit 820, and a rendering unit
830. The computation unit 810 may or may not be the same
as the computation unit 200 of FIG. 2. Further, the storage
unit 820 and the rendering unit 830 may or may not be the
same as the storage unit 110 and the rendering unit 120 of
FIG. 1, respectively.

The computation unit 810 may generate an LUT through
pre-computation that projects an occlusion vector of at least
one point of a 3D object to at least one predetermined SH
basis.

In this case, the computation unit 810 may compute the at
least one occlusion vector using a Z-buffer value and a
normal vector of the at least one point, and may compute SH
coeflicients by projecting an occlusion map generated by
reflecting a BRDF related to the at least one point, to the at
least one SH basis.

The storage unit 820 may store an LUT storing informa-
tion on corresponding relationships between the occlusion
vector related to the at least one point and the SH coeffi-
cients.

The rendering unit 830 may determine a first SH coeffi-
cient corresponding to a first occlusion vector related to a
first point of the 3D object using the LUT and determine a
pixel value of the first point using the first SH coefficient.

As such, the rendering unit 830 may quickly derive the
SH coeficient using the LUT, thereby performing real time
rendering.

For example, the rendering unit 830 may sample an
occlusion map related to the first point, thereby computing
the first occlusion vector.

In this case, the rendering unit 830 may compute the first
occlusion vector by computing occlusion angles related to
directions in a number related to the sampling, with respect
to the first point, using a depth image and a normal image
related to the first point.

In addition, the rendering unit 830 may compute a second
SH coefficient by projecting a lighting environment related
to the first point to at least one SH basis, and determine a
pixel value of the first point by performing dot product of the
first SH coefficient and the second SH coefficient.

FIG. 9 illustrates a pre-computation process, according to
example embodiments.

When a Z-buffer and a normal vector related to the 3D
object are input, an occlusion vector related to the 3D object
and a corresponding SH coefficient may be pre-computed by
the computation unit.

The computation unit may compute the occlusion vector
with respect to the at least one point 910, using the Z-buffer
and the normal vector of the at least one point 910 of the 3D
object.

In addition, the computation unit may generate an occlu-
sion map by reflecting a BRDF related to the at least one
point 910, and compute SH coefficients related to the
occlusion vector by projecting the occlusion map to the at
least one SH basis.
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Information on corresponding relations between the
occlusion vector the SH coefficients computed by the com-
putation unit may be stored in the LUT of the storage unit.

FIGS. 10 and 11 illustrate a real time rendering process,
according to example embodiments.

The rendering unit may perform rendering using an
occlusion map 1010 related to the first point 910 of the 3D
object.

A color value of each pixel may be determined through
dot product of a second SH coefficient considering a lighting
environment and a first SH coefficient related to visibility
information and a BRDF of a corresponding pixel.

Since SH with respect to the lighting environment is
globally computed only once with respect to an entire scene,
real time computation may be achieved efficiently.

However, since real time computation of the first SH
coeflicient related to the visibility and the BRDF is impos-
sible, a result of pre-computation by the computation unit
may be used.

The rendering unit may sample the occlusion map 1010
related to the first point 910 as shown in 1020 of FIG. 10,
thereby computing a first occlusion vector with respect to
the 3D object.

For example, the rendering unit may compute the first
occlusion vector by generating and randomly sampling
direction vectors 1022 with respect to eight directions with
respect to a first point 1021, using a depth image and a
normal image related to the first point 1021.

Occlusion angles related to the direction vectors 1022
may be computed as shown in FIG. 11.

Referring to FIG. 11, a tangent line of a provided surface
S at point P may be a tangent vector. A vector tangential to
a highest portion of the surface with respect to the tangent
vector Vt may be a horizon vector Vh.

The occlusion angles may be obtained through dot prod-
uct of the tangent vector and the horizontal vector.

The rendering unit may compute occlusion vectors from
the occlusion angles and obtain a first SH coefficient related
to the first points 910 and 1021 by referencing the LUT.

The rendering unit may compute a second SH coefficient
by projecting a lighting environment related to the first
points 910 and 1021 to at least one predetermined SH basis,
and determine pixel values of the first points 910 and 1021
by performing dot product of the first SH coefficient and the
second SH coefficient.

FIG. 12 illustrates a flowchart of an image processing
method, according to example embodiments.

In operation 1210, a depth image and a normal image
related to a first point to be rendered may be input.

In operation 1220, the rendering unit may compute a first
occlusion vector related to the first point.

That is, in operation 1220, the rendering unit may gen-
erate an occlusion map using the depth image and the normal
image related to the first point, and may compute the first
occlusion vector by sampling the occlusion map.

In addition, in operation 1220, the sampling may refer to
the computing of occlusion angles related to different direc-
tions in a number related to the sampling with respect to the
first point, and determining of the occlusion angles as
elements of the first occlusion vector.

In operation 1230, the rendering unit may determine a first
SH coefficient corresponding to the first occlusion vector
using an LUT.

In operation 1240, the rendering unit may render a pixel
value of the first point using the first SH coefficient.

In another embodiment, the rendering unit may further
compute a second SH coefficient by projecting a lighting
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environment related to the first point to at least one prede-
termined SH basis, and determine the pixel value of the first
point by performing dot product of the first SH coefficient
and the second SH coefficient.

According to some example embodiments, the image
processing method may generate the LUT through pre-
computation of a computation unit. Generation and update
of the LUT may be performed as shown in FIG. 13.

FIG. 13 illustrates a flowchart of an image processing
method according to other example embodiments.

In operation 1310, the occlusion vector computation unit
may compute an occlusion vector of the at least one point
included in the 3D object, using a Z-buffer value and a
normal vector of the at least one point.

In operation 1320, the occlusion map generation unit may
generate an occlusion map of the at least one point by
reflecting a BRDF related to the at least one point.

In operation 1330, the SH coeflicient computation unit
may compute at least one SH coefficient corresponding to
the at least one occlusion map, by projecting the occlusion
map to at least one predetermined SH basis.

In operation 1340, the LUT update unit may update the
LUT by reflecting information on corresponding relations
between the at least one occlusion vector and the at least one
SH coefficient to the LUT.

The units described herein may be implemented using
hardware components, software components, or a combina-
tion thereof. For example, a processing device may be
implemented using one or more general-purpose or special
purpose computers, such as, for example, a processor, a
controller and an arithmetic logic unit, a digital signal
processor, a microcomputer, a field programmable array, a
programmable logic unit, a microprocessor or any other
device capable of responding to and executing instructions
in a defined manner. The processing device may run an
operating system (OS) and one or more software applica-
tions that run on the OS. The processing device also may
access, store, manipulate, process, and create data in
response to execution of the software. For purpose of
simplicity, the description of a processing device is used as
singular; however, one skilled in the art will appreciated that
a processing device may include multiple processing ele-
ments and multiple types of processing elements. For
example, a processing device may include multiple proces-
sors or a processor and a controller. In addition, different
processing configurations are possible, such as parallel pro-
Cessors.

The software may include a computer program, a piece of
code, an instruction, or some combination thereof, for inde-
pendently or collectively instructing or configuring the pro-
cessing device to operate as desired. Software and data may
be embodied permanently or temporarily in any type of
machine, component, physical or virtual equipment, com-
puter storage medium or device, or in a propagated signal
wave capable of providing instructions or data to or being
interpreted by the processing device. The software also may
be distributed over network coupled computer systems so
that the software is stored and executed in a distributed
fashion. In particular, the software and data may be stored by
one or more computer readable recording mediums.

The above-described embodiments may be recorded,
stored, or fixed in one or more non-transitory computer-
readable media that includes program instructions to be
implemented by a computer to cause a processor to execute
or perform the program instructions. The media may also
include, alone or in combination with the program instruc-
tions, data files, data structures, and the like. The program
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instructions recorded on the media may be those specially
designed and constructed, or they may be of the kind
well-known and available to those having skill in the com-
puter software arts. Examples of non-transitory computer-
readable media include magnetic media such as hard disks,
floppy disks, and magnetic tape; optical media such as CD
ROM disks and DVDs; magneto-optical media such as
optical discs; and hardware devices that are specially con-
figured to store and perform program instructions, such as
read-only memory (ROM), random access memory (RAM),
flash memory, and the like. Examples of program instruc-
tions include both machine code, such as produced by a
compiler, and files containing higher level code that may be
executed by the computer using an interpreter. The described
hardware devices may be configured to act as one or more
software modules in order to perform the operations and
methods described above, or vice versa.
A number of examples have been described above. Nev-
ertheless, it will be understood that various modifications
may be made while remaining within the scope of the
present disclosure. For example, suitable results may be
achieved if the described techniques are performed in a
different order and/or if components in a described system,
architecture, device, or circuit are combined in a different
manner and/or replaced or supplemented by other compo-
nents or their equivalents.
Accordingly, other implementations are within the scope
of the following claims.
Further, according to an aspect of the embodiments, any
combinations of the described features, functions and/or
operations can be provided.
Moreover, the various embodiments of the image pro-
cessing apparatus discussed above may include at least one
processor to execute at least one of the above-described
units and methods.
Although a few embodiments have been shown and
described, it would be appreciated by those skilled in the art
that changes may be made in these embodiments without
departing from the principles and spirit of the invention, the
scope of which is defined in the claims and their equivalents.
What is claimed is:
1. An image processing apparatus, comprising:
a storage processor configured to store a lookup table
(LUT) including information on corresponding rela-
tionships between an occlusion vector of at least one
point of a 3-dimensional (3D) object and a spherical
harmonics (SH) coefficient;
a rendering processor configured to determine a first SH
coefficient using the LUT and to determine a pixel
value of a first point using the determined first SH
coeflicient; and
a computation processor comprising;
an LUT update processor configured to update the LUT
based on the first SH coeflicient; and

an SH coefficient computation processor configured to
compute the first SH coefficient by projecting an
occlusion map to at least one SH basis.

2. The image processing apparatus of claim 1, wherein the
first SH coeflicient corresponds to a first occlusion vector
related to the first point of the 3D object.

3. The image processing apparatus of claim 1, wherein the
rendering processor is configured to compute a first occlu-
sion vector by sampling the occlusion map related to the first
point.

4. The image processing apparatus of claim 3, wherein the
rendering processor is configured to compute the first occlu-
sion vector by computing occlusion angles related to at least
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one direction in a number corresponding to the sampling of
the occlusion map related to the first point, using a depth
image and a normal image related to the first point.

5. The image processing apparatus of claim 1, wherein the
computation unit processor is configured to generate the
LUT by performing pre-computation that projects the occlu-
sion vector of the at least one point to the at least one
predetermined SH basis.

6. The image processing apparatus of claim 5, wherein the
computation processor further comprises:

an occlusion vector computation processor configured to
compute the occlusion vector of the at least one point
using a Z-buffer value and a normal vector of the at
least one point; and

an occlusion map generation processor configured to
generate the occlusion map of the at least one point by
reflecting a bidirectional reflectance distribution func-
tion (BRDF) related to the at least one point.

7. The image processing apparatus of claim 1, wherein the
rendering processor computes a second SH coefficient by
projecting a lighting environment related to the first point to
at least one predetermined SH basis, and determines the
pixel value of the first point by performing dot product of the
first SH coefficient and the second SH coefficient.

8. The image processing apparatus of claim 1, wherein the
LUT is updated by reflecting information on corresponding
relationships between the occlusion vector and the first SH
coeflicient to the LUT.

9. An image processing apparatus, comprising:

at least one processor,

an occlusion vector computation processor using the at
least one processor configured to compute an occlusion
vector of at least one point included in a 3-dimensional
(3D) object, using a Z-buffer value and a normal vector
of the at least one point;

an occlusion map generation processor using the at least
one processor configured to generate an occlusion map
of the at least one point by reflecting a bidirectional
reflectance distribution function (BRDF) related to the
at least one point;

a spherical harmonics (SH) coefficient computation pro-
cessor using the at least one processor configured to
compute an SH coefficient corresponding to the at least
one occlusion map by projecting the occlusion map to
at least one predetermined SH basis; and

a lookup table (LUT) update processor using the at least
one processor configured to update a LUT, storing
information on relationships between occlusion vectors
and SH coefficients, based on the SH coefficient.

10. The image processing apparatus of claim 9, wherein
the LUT update processor updates the LUT by reflecting
information on corresponding relations between the occlu-
sion vector and the SH coefficient to the LUT.

11. An image processing method, comprising:

computing a first occlusion vector related to a first point
to be rendered;

determining a first spherical harmonics (SH) coeflicient
corresponding to the first occlusion vector using a
generated lookup table (LUT); and

rendering a pixel value of the first point using the first SH
coeflicient;

updating the LUT based on the first SH coefficient,

wherein the first SH coeflicient corresponds to an occlu-
sion map created by projecting the occlusion map to at
least one predetermined SH basis.

12. The image processing method of claim 11, wherein the

computing of the first occlusion vector comprises:

12

generating an occlusion map using a depth image and a
normal image related to the first point;
computing the first occlusion vector by sampling the
occlusion map.
5 13. The image processing method of claim 12, wherein
the computing of the first occlusion vector comprises:

computing occlusion angles related to directions in a
number related to the sampling with respect to the first
point; and

determining of the occlusion angles as elements of the
first occlusion vector.

14. The image processing method of claim 11, wherein the

rendering comprises:

computing a second SH coefficient by projecting a light-
ing environment related to the first point to at least one
predetermined SH basis, and determining the pixel
value of the first point by performing dot product of the
first SH coefficient and the second SH coefficient.

15. The image processing method of claim 11, further

comprising:

generating the LUT by performing pre-computation that
projects the occlusion vector of the at least one point
including the first point to the at least one SH basis.

16. The image processing method of claim 15, wherein
the generating of the LUT further comprises:

computing an occlusion vector of at least one point using
a Z-buffer value and a normal vector of the at least one
point; and

generating the occlusion map of the at least one point by
reflecting a bidirectional reflectance distribution func-
tion (BRDF) related to the at least one point.

17. A non-transitory computer readable recording medium
storing a program to cause a computer to implement the
method of claim 11.

18. The image processing method of claim 11, wherein the
LUT is updated by reflecting information on corresponding
relations between the first occlusion vector and the first SH
coeflicient to the LUT.

19. An image processing method, comprising:

computing an occlusion vector of at least one point
included in a 3-dimensional (3D) object, using a Z-buf-
fer value and a normal vector of the at least one point;

generating an occlusion map of the at least one point by
reflecting a bidirectional reflectance distribution func-
tion (BRDF) related to the at least one point

computing a spherical harmonics (SH) coefficient corre-
sponding to the at least one occlusion map by project-
ing the occlusion map to at least one predetermined SH
basis; and

updating a LUT, storing information on relationships
between occlusion vectors and SH coefficients, based
on the SH coefficient.

20. The image processing method of claim 19, further
55 comprising updating the LUT by reflecting information on
corresponding relations between the occlusion vector and
the SH coeflicient to the LUT.

21. An image processing apparatus, comprising:

a computation processor configured to generate a lookup
table (LUT) by computing at least one occlusion vector
and spherical harmonics (SH) coefficients;

a storage processor configured to store the LUT including
information relating to the at least one occlusion vector
and the SH coeflicients;

a rendering processor configured to derive a first SH
coeflicient using the LUT, thereby performing real-time
rendering; and
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an updating processor configured to update the LUT

based on the first SH coefficient,

wherein the first SH coeflicient corresponds to an occlu-

sion map created by projecting the occlusion map to at
least one predetermined SH basis.

22. The image processing apparatus of claim 21, wherein
the computation processor is configured to compute the at
least one occlusion vector using a Z-buffer value and a
normal vector of at least one point of a 3D object, and
compute the SH coefficients by projecting an occlusion map
generated by reflecting a bidirectional reflectance distribu-
tion function (BRDF) related to the at least one point, to at
least one SH basis.

23. The image processing apparatus of claim 21, wherein
the rendering processor is configured to determine the first
SH coefficient corresponding to a first occlusion vector
related to a first point of a 3D object using the LUT, and
determine a pixel value of the first point using the first SH
coeflicient.
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